How to set the RAID5 function
of NVR?
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RAID Levels Summary
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Setup-RAIDS5 Function
HDD Manage

| @fhtep://10.18.120.39

L-C 2 Login

Raid

[Usemame

admin

(2]

[ Password

[3]

[ion ][ come ]

Raid Info

Hot Spare

Steps:

@ Filled in the NVR IP address in
the IE explorer, it will show a
login interface .

@ Then input username and
password

® Click on login

Note:

NVR default IP address is
192.168.1.108.

Default username and password
are both admin. Please change user
password after first time login for
security.
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Setup-RAID5 Function
Login web Raid Raid Info Hot Spare

WE SER\.-‘.T"I | PREVEW

IMAGE
NETWORK
TEMPERATURE
EVENT

» SCHEDULE

» RECORD
> ADVANCED

> RAID

> I5C3I
SYSTEM
CLUSTER SERVICE

HDD MANAGE

Steps:
| @ Go to Setup->Storage-
i ks it i >HDD manage interface,
Read-Write v 927 26GB/931.47GB .
and check HDD info:

bost 7 Reatile v Noma 531 46GB931.4TGB
host 8 ReadWite  V Nom 531 46681931 476B number, free space.

@ If free space is not equal
with total space, it needs
format before make raid.

e Click save.

OK

Refresh Format HDD No. : 3
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Setup-RAID5 Function

Login web HDD Manage m Raid Info Hot Spare

Steps:

@ Go yo setup->storage-
NETWORK Physical Position IHOS[ v‘ Type Tﬁgi HDD.No. (3~16) > RAID Int? rface. .
i —ren RACG Choose raid type, like
EVENT . 1 _ raidO, raidl, raid5,raid6,
1ORAGE Disk 6 9315168 General HOD : raid10;
::Ethﬁi Disk 7 U5 GeneralHOD . @ Then select diskg. you
. Disk 8 GM5IGB  General HOD . want to make raid;
S AANGED 3 Then create raid, there

are two way by RAID or

> ISCSH manually. creating raid
SYSTEM e Is auto create by
CLUSTER SERVICE m—— p— system. Manually is

creating by yourself.
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Setup-RAID5 Function
Login web HDD Manage Raid Hot Spare

Steps:

IMAGE RAID Info

NETWORK @D Go yo RAID info interface.
TEMPERATURE Check raid name, capacity,
o o ' - type, disk number and

1.81TB Active, Degraded Recovering

> ScHEDUE status. Also if you not

Physical Posiion | Host

P R satisfy, you can delete.
> AOVANCED tome @ Just check the raid sync
e ;:: time and status. One disk
SYSTEM Capecity lnfo 1S rebulding.
CLUSTER SERVICE - Sync Process

2:?:LM - Note: you can record when

the raid is rebuilding, but the
sync speed is down to 1Mbps.

If not record, the sync speed
is 30Mbps.

1 sda main board_7 931.51GB Sync
sdb main board_8 931.51GB  Rebuilding
sde main board_6 93151GB Syne

J
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Setup-RAID5 Function
Login web HDD Manage Raid Raid Info

WEB scrvice gl

IMAGE RAID HOTSPARE
NETWORK
TEMPERATURE

EVENT : ; Steps:
H1o1E8 Ceneral oD : @D Go yo Hot spare interface.

» SCHEDULE 931.51GB General HDD .
» HDD MANAGE 931.51GB General HDD E CheCk edlt bUtton

» RECORD
> ADVANCED

Physical Position VJ

@ You can set the disk to
> 1sCs global hot spare disk or

SYSTEM . .
AT p— local spare disk. Click ok.
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Raid5 Status

Create RAID

¥

Active,

sycn
finished

Active

Drop
HDD Active,

Active: RAID normal
Drop one Inactive: RAID cannot

HDD recovery
: RAID degraded,
i Drop just drop one disk.
HDD Recovering: RAID data is
syncing.

Inactive




Recovering Status-RAID5

IMAGE

NETWORK
TEMPERATURE
EVENT

» SCHEDULE
» HOD MARAGE
¥ RECORD

> ADVANCED

» BCSI
SYSTEM
CLUSTER SERVICE

ek 18178

RAIDS

Actroe Decraded Recoverng

Detailed Information

man board_{
man board &
main board &
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After creating raid, the
data needs strip to sync
and the status is

recovering.

When sync finished, one
disk dropped and the
status changed from
active to recovering. If
no recording, the sync

speed is max 30Mbps.
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Active Status-RAID5S

WEB scrvice

IMAGE
NETWORK
TEMPERATURE

EVENT

After finish recovering

» SCHEDULE

» HOD MANAGE

raid, the status change

» RECORD

Status

-zr- Copachy 1o ' into active. This is normal

» 1SCS1
SYSTEM
CLUSTER SERVICE

raid status.

1 5da main boand_7 311.51GB Synt

2 sdb main boand_8 931.51GB Sync

3 sic main boand_6& 931.51GB Sync




Degraded Status-RAIDS

WEB service

IMAGE
NETWORK
TEMFERATURE
EVENT

> SCHEDULE

> HDD MANAGE

» RECORD

> ADVANCED
|_ro |

> I3CS1

SYSTEM

CLUSTER SERVICE

Physical Position

RAID Info

[Host

Detailed Information

Mame

Type

Stalus

2

Capacity Info

sda

sdb

main board_7

main boand_8

931.51GB
931 51GB

Sync
Syne

Active Degraded

After 3 hard disks sync
finished and turn into
active status, if drop one
hard disk, the status
change into degraded. But
it still can read and write.
This is raid 5 protection. If
you set global or local hot
spare, it will replace broken

one to work.
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Inactive Status-RAID5S

WEB scrvic: BT .

IMAGE
NETWORK
TEMPERATURE

EVENT

» SCHEDULE

> HDD MANAGE
» RECORD

> ADVANCED

> ISCSI
SYSTEM
CLUSTER SERVICE

RAID

RAID Info

HOTSPARE

Physical Position | Host v|

Detailed Information

Name

Type

Status

Capacity Info

No. HDDName  Physical Postion  Capacitynfo  Status
1 sib main board_8 9315168 Sync

Delete

Status

@/hua

when raid turn into
degraded status and drop
one more hard disk, the
status will change into
inactive. This means the raid
broken and it cannot
recovery data even you
replace well hard disk. Only
format and recreate after
copy hdd video data to

other storage. .



RAIDS5 Recommend Combination

Disk Recommend Disk Recommend Disk Recommend
number group number group number group
3 3 11 5x2+ (1) 19 9x 2+ (1)
4 3+ (1) 12 5x2+1+(1) 20 9+5x2+ (1)
5 5 13 9+ 3+ (1) 21 5x4 + (1)
6 5+ (1) 14 5x2+ 3+ (1) 22 O9x2+ 3+ (1)
7 5+1+ (1) 15 5x3 23 O9x2+5
8 5+ 3 16 5x3+ (1) 24 9x2+ 5+ (1)
9 5+3+(1) 17 5x3+1+(1) 3 — 16 usage in priority
17 — 24 stable in priority
10 5y 2 18 9+5+3+ (1) ensure one global hot spare

disk

alhua

Note:

1. Must ensure
one hot spare
disk.

2. RAID must
choose SAS hard
disk. Not SATA.
SATA is easy to
broken.



